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Abstract : Multiple emotions are often evoked in 
readers in response to text stimuli like news article. In 
this paper, we present a method for classifying news 
sentences into multiple emotion categories. The corpus 
consists of 1000 news sentences and the emotion tag 
considered was anger, disgust, fear, happiness, sadness 
and surprise. We performed different experiments to 
compare the machine classification with human 
classification of emotion. In both the cases, it has been 
observed that combining anger and disgust class results 
in better classification and removing surprise, which is 
a highly ambiguous class in human classification, 
improves the performance. Words present in the 
sentences and the polarity of the subject, object and 
verb were used as features. The classifier performs 
better with the word and polarity feature combination 
compared to feature set consisting only of words. The 
best performance has been achieved with the corpus 
where anger and disgust classes are combined and 
surprise class is removed. In this experiment, the 
average precision was computed to be 79.5% and the 
average class wise micro F1 is found to be 59.52%. 

I. INTRODUCTION 
Social computing is a new age research area 

inspired by the human-human interactions in society. 
Human behavior, reflected through their expressions, 
gesture or spoken and written language, is profoundly 
influenced by their interactions with the society from 
birth to death. Consequently, the behavior of a person 
largely depends on the behavior of the other persons 
in the society. Sometimes the decision making process 
considers cues from the social contexts. For example, 
one tends to inclined to a particular product provided 
that other social actors are affined to the same. The 
new age digital systems are trying to exploit this role 
of social context in a number of applications like 
recommender system, intelligent tutoring system and 
many others. 

Human Centered Computation (HCC) is a very 
recent area of thrust as the human world is getting 
more and more digital and one wants the digital 
systems to behave as close as to a human being. This 

requires the devices or the information processing 
systems to model the human behavior precisely. 
Emotion or affect is one aspect of human behavior 
which plays an important role in human perceptions 
and decision making thus influencing the way people 
interact in the society. In human-computer interaction, 
the computer interfaces need to recognize the affect of 
the end users in order to exhibit a truly intelligent 
behavior. 

Expression or change of behavior is the most 
visible and prominent clues for recognizing emotion. 
Facial expressions [1], speech expressions [2] have 
widely been used in detecting emotion. Emotion is not 
a linguistic entity [3]. However, language is one of the 
most common modes for expressing emotion whether 
it is day-to-day speech communications (spoken 
language) or published communications (written 
language). 

Like other communication entities, emotion 
communication involves two types of social actors: 
speaker/writer who sends some communication 
signals and hearer/reader who tries to evaluate the 
same. Two types of emotional evaluation may be 
possible in this context: 

Writer/Speaker perspective evaluation: Given a 
text segment, the evaluation process predicts the 
emotion that the writer/speaker has intended to 
express.  For example, the following expression 
suggests that the speaker is in angry state. 

‘Get out of my sight! Never come back again.’ 

Reader/Hearer perspective evaluation: This 
process predicts the emotions evoked in the reader's or 
hearer's mind in response a stimulus (text segment). 
For example, the following text segment may evoke 
sad emotion in the hearer's mind. 

‘The boy was so shocked to see his father dying in 
front of his eyes.’ 

In previous works [4-9], few attempts towards 
writer perspective analysis of emotion in text data 
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have been made. In all these studies, it has generally 
been assumed that the writer expresses only one 
emotion for a text segment. However, evocation of a 
blend of emotions is common in reader in response to 
a stimulus.  For example, the following may evoke 
fear and sad emotion in readers mind. 

‘Militant attack kills over 30 persons in Nigeria.’ 

In this work, we perform reader perspective 
emotion analysis in text data where one text segment 
may evoke more than one emotion in reader. News is 
a media where certain facts in the articles are 
presented to the readers with the expectation that the 
articles evoke some emotional responses in the 
readers. So, this media is one potential data source for 
the computational study of reader perspective 
emotion. The problem of emotion classification of 
text can be stated as follows. 

Definition 1. Let S = {s1, s2, …. , sn} be the set of 
sentences and E = {e1, e2, ….. , ek} be the set of 
emotion classes (e.g., happy, sad etc.). The task is to 
find a function h : S → 2E, where 2E is the powerset of 
E. 

The problem of reader emotion classification in 
text data can be mapped to a multi-label text 
categorization problem. Multi-label classification 
algorithms have been categorized into two classes: 
algorithm adaptation methods and problem 
transformation methods. In algorithm adaptation 
methods, existing single label classification 
algorithms are adapted to handle multi-label data 
whereas, the multi-label data instances are 
transformed into single label by some transformation 
techniques (see [10]). 

II. RELATED WORKS 
Classifying emotion from reader's perspective is a 

challenging task and research on this topic is 
relatively sparse as compared to writer perspective 
analysis. 

Affective text analysis was the task set in 
SemEval-2007 Task 14 [12]. A corpus of news 
headlines extracted from Google news and CNN was 
provided. Two types of tasks were to classify 
headlines into positive/negative emotion category as 
well as distinct emotion categories like anger, disgust, 
fear, happiness, sadness and surprise. 

UPAR7 [13] is a linguistic rule-based approach 
towards emotion classification. The system performs 
emotion analysis on news headline data provided in 
SemEval-2007 Task 14. In the preprocessing step, the 
common words are decapitalized with the help of 
parts of speech tagger and Wordnet [14]. Each word 
first is rated with respect to emotion classes. The main 
theme word is detected by parsing a headline and it is 
given a higher weight than the other words in the 

headline. The emotion score boosting to the nouns are 
performed based on their belongingness to some 
general categories in Wordnet. The word scoring also 
considers some other factors like human will, 
negation and modals, hightech names, celebrities etc. 
The average accuracy, precision and recall of the 
system are 89.43%, 27.56% and 5.69%. 

The system UA-ZBSA [15] gathers statistics from 
three different search engines (MyWay, AllWeb and 
Yahoo) to attach emotion labels to the news headlines. 
The work computes the Point wise Mutual 
Information (PMI) score of each content word of a 
headline with respect to each emotion by querying the 
search engines with the headline and the emotion. The 
accuracy, precision and recall of the system is 
reported to be 85.72%, 17.83% and 11.27%. 

The system SWAT [16] adopts a supervised 
approach towards emotion classification in news 
headlines. The system develops a word-emotion map 
by querying the Roget's New Millennium Thesaurus 
[17]. This map is used to score each word in the 
headline and the average score of the headline words 
are taken into account while labeling it with a 
particular emotion. The reported classification 
accuracy, precision and recall are 88.58%, 19.46% 
and 8.62%. 

The work by Lin and Chen [18, 19] provides the 
method for ranking reader's emotions in Chinese news 
articles from Yahoo! Kimo News. Eight emotional 
classes are considered in this work. Support Vector 
Machine (SVM) has been used as the classifier. 
Chinese character bigram, Chinese words, news 
metadata, affix similarity and word emotion have 
been used as features. The best reported system 
accuracy is 76.88%.  

III. MULTI-LABEL CLASSIFICATION 
In the task of multi-label classification problem, 

one example or instance may belong to more than one 
category simultaneously. Below we provide a formal 
definition of the task. 

Definition 2. Let X = {x1,x2, …. , xm}be the data 
set and γ  = {y1, y2, …., yk} be the set of labels. The 
objective of the multi-label classification task is to 
find a hypothesis : 2h X γ→ with minimum error. 

It is evident from definition 1 and definition 2 that 
emotion classification task can be mapped to multi-
label classification. A number of multi-label 
classification algorithms are available in the literature 
and they have been applied to various classification 
tasks like text categorization, music emotion 
classification and many others. A comprehensive 
study and comparisons of the multi-label 
classification methods can be found in [10]. Among 
these, ADTboost.MH [11] is a multi-label 
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classification algorithm that has been used efficiently 
in text classification. 

3.1. Multi-Label Alternating Decision Tree Learning: 

ADTboost.MH 

In this section, we provide a brief overview of 
ADTboost.MH [11]. It is an Alternating Decision 
Tree (ADT) (variant of decision tree) based algorithm 
and is derived from ADTboost [20] and 
AdaBoost.MH [21] algorithms for handling multi-
label classification problem. ADTboost.MH learns a 
multi-label Alternating Decision Tree (multi-label 
ADTree) consisting of a set of rules (R). These rules 
are learned through a number of boosting rounds 
provided as parameter. Note that the number of rules 
is same as the number of boosting steps. A rule in an 
ADTree is defined by a precondition C1, a condition 
C2 and two vectors of real numbers ( )l la γ∈ and 

( )l lb γ∈ : 

if C1 then (if C2 then ( )l la γ∈  else ( )l lb γ∈ else 

(0)l γ∈  

A multi-label ADTree maps each instance to a 
vector of real numbers in the following manner: 

Definition 3. A rule r: if C1 then (if C2 then 
( )l la γ∈  else ( )l lb γ∈ else (0)l γ∈ associates a real 

value r(x,l) with any ( , )x l X γ∈ × . if (x,l) satisfies 

1 2C C C= ∧ then r(x, l) = al; if (x,l) satisfies 

1 2C C C= ∧¬  then r(x l) = bl; otherwise r(x, l) = 0. 

An ADTree R = ri, i I∈ (I = number of boosting 
rounds) associates a prediction value R(x,l) = 

( , ) ( , )i
i I

R x l r x l
∈

=∑ with any (x,l). A multi-label 

classification hypothesis is associated with H defined 
by H(x,l) = sign(R(x,l)) and the real number |R(x,l)| is 
interpreted as the confidence assigned to H(x,l). 

 

Details of rule learning and weight updating 
procedures for ADTboost.MH are provided in [11]. 

3.2. Evaluation Measures in Multi-Label 

Classification 

The idea of multi-label classification is different 
from that of single-label classification. Consequently, 
the evaluation measures applicable to single label 
classification are not relevant to the evaluation of 
multi-label classification task. We evaluate our 
emotion classification task with respect to four 
evaluation measures: Hamming Loss (HL) [11], One 
Error (OE), Coverage (COV) and Average Precision 

(AvP) [21]. In addition, we report average class wise 
micro average F1 (micro-F1) value as another 
performance measure.  

Let T be the test data set containing examples (ti, 
Yi), i = 1, 2, …. , |T |, iY γ⊆ . Let h be the classifier 
which assigns Zi = h(ti) to the test instance ti as the 
predicted label set. Apart from producing multi-label 
prediction, a multi-label learning system outputs a real 
valued function of the form :f T γ× →ℜ . For an 
test instance (ti, Yi), an ideal learning system output 
larger values for labels in Yi than those not in Yi, i.e., 
f(ti, y) > f(ti, y’) for any iy Y∈ and iy Y∉ . A ranking 
function ψ (.,.) maps the output of f(ti, y) for any 
y γ∈  to {1, 2, . . . , | |γ  } such that if f(ti, y1) > f(ti, 

y2) then ψ (ti, y1) < ψ (ti, y2). 

The Hamming Loss (HL) evaluates how many 
disagreements are there in the actual and predicted 
label sets for a test instance and is defined as 

| |

1

| |1
| | | |

T
i i

i

Y ZHL
T γ=

Δ
= ∑

 
One Error (OE) gives the measure of how many 

times the top-ranked label is not in the actual label set 
for an instance. The OE value of 0 indicates a perfect 
performance; the smaller the value of OE, the better 
the performance. 

| |

1

1( ) ( ( , ) )
| | arg max

T

i i
i y

OE f f t y Y
T γ= ∈

= Λ ∉∑
 

where ( )pΛ  equals 1 if the predicate p is true 
and 0 otherwise. 

The Coverage (COV) indicates how far it is 
needed, on the average, to go down the list of labels to 
cover all the actual labels for an instance. The smaller 
the value of COV, the better the performance. 

| |

1

1( ) ( , ) 1
| | max

i

T

i
y Yi

COV f t y
T

ψ
∈=

= −∑
 

The Average Precision (AvP) evaluates the 
average fraction of labels ranked above a particular 
label iy Y∈  that actually are in Yi. The value of 1 for 
AvP indicates the perfect performance; the bigger the 
value, the better the performance. 

| |

1

|{ ' | ( , ') ( , ), ' } |1 1( )
| | | | ( , )

i

T
i i i

i y Yi i

y t y t y y YAvP f
T Y t y

ψ ψ
ψ= ∈

≤ ∈
= ∑ ∑

 

IV. EMOTION CORPUS AND AGGREGATION 
Emotional framing [22, 23] in news media is a 

very popular idea for writing emotionally charged 
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news articles. Each news item is shaped into a form of 
story with layered dramatic frames, e.g., fear caused 
by danger; sorrow and grief arising from violence, 
crime and death; exhilaration and tearful joy resulting 
from good luck or victory. Due to its effectiveness, 
the idea of emotional framing has been adopted 
universally by all news publishing houses. As a 
consequence, amount of news articles capable of 
evoking emotions in readers is huge. In this study, we 
perform reader emotion analysis on sentences 
extracted from news articles. 

The emotion text corpus collected by us consists 
of 1000 sentences extracted from Times of India news 
paper archive 
(http://timesofindia.indiatimes.com/archive.cms). The 
sentences were collected from headlines as well as 
bodies of articles belonging to political, social, sports 
and entertainment domain. 

4.1. Corpus Annotation 

As discussed earlier, the reader of the sentence is 
experiencing a set of emotions. For example, in the 
following sentence, the reader may experience fear 
and sadness emotion. 

‘A double bomb attack in the town of Lakhdaria 
killed 12 people.’ 

The corpus annotation was performed by multiple 
annotators. The annotation scheme considers the 
following points: 

♦ Choice of emotion classes: The 
annotation scheme considers six basic 
emotions, namely, Anger, Disgust, Fear, 
Happiness, Sadness, Surprise as specified 
by Ekman [24].  

♦ Multi-label annotation: A sentence may 
trigger multiple emotions simultaneously. 
So, one annotator may classify a sentence 
to more than one emotion categories. 

4.2. Agreement Study 

As emotion is a subjective entity, readers' opinions 
about a sentence may vary. Thus it is of prime 
requirement to measure agreement in emotion corpus 
annotation and generating aggregated data by 
consulting the annotations by multiple annotators. The 
data was annotated by 5 annotators. The multi-label 
agreement coefficient Am [25] has been used to 
measure the agreement of emotion corpus annotation. 
The agreement value was computed to be 0.754 (p < 

0.0001). In further analysis following observations 
were made. 

♦ The (disgust, anger) pair is the most 
confusing pair. One psychological 
explanation of this observation is that 
disgust is of two types: core disgust and 
socio-moral disgust. Socio-moral context 
is dominant in news domain as it reports 
several facts of sexual harassment, law 
breaking, crime etc. It has been observed 
that anger is very co-associated with 
socio-moral disgust [26]. Combining the 
anger and disgust class to socio-moral 
disgust class improves the agreement 
value to 0.798.  

♦ Surprise is one of the most ambiguous 
pair after combining anger and disgust 

together. This may be attributed to the 
fact that it may belong to positive as well 
as negative emotion category. 
Furthermore, evaluation of this emotion 
depends largely on background 
knowledge of the readers as compared to 
the other emotions. Removing this 
emotion from the corpus improves the 
agreement value to 0.815. 

In section 5.2, we shall be investigating whether 
the machine classification of emotion is correlated 
with the human annotation behavior reported above. 
Majority voting is a popular technique for aggregation 
where, to attach a set of labels to a data item in the 
aggregated data, the majority decision is considered. 
We adopted this technique for generating aggregated 
corpus. The distribution of the sentences among the 
emotion categories, label density (LD) and label 
cardinality (LC) [10] in the original corpus as well as 
the modified corpus is given in Table 1. 

Corpus statistics. (ORG = Original AD-COMB = 
Anger Disgust combined, SR = Surprise removed) 

V. EMOTION CLASSIFICATION 
Emotion classification is performed with 

ADTboost.MH algorithm implemented in adtree 
package. In this section, we describe the features used 
for emotion classification and performance of the 
system. 

5.1. Feature Extraction 
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SUBJECT: relief works 
VERB: improves 

OBJECT: poor conditions 

Two types of features have been considered in our 
work: word feature and polarity feature. 

Word Feature 

Words sometimes are indicative of the emotion 
class of a text segment. For example, the word `bomb' 
may be highly co-associated with fear emotion. Thus 
words present in the sentences are considered as 
features. Before creating the word feature vectors, 
following preprocessing steps are adopted. 

Stop words are removed.  

Named Entities may introduce potential noise in 
emotion classification. So, named entities are 
removed using the Stanford Named Entity Recognizer 
[27].  

The remaining content words are stemmed using 

Porter's stemmer algorithm [28]. 

Polarity Feature 

Polarity of the subject, object and verb of a 
sentence may be good indicators of the emotions 
evoked. For example, let us consider the following 
sentence.  

Relief work improves the poor conditions of flood 
affected people. 

Here, the subject, Relief work, is of positive 
polarity; the verb, improves, is of positive polarity; 
and the object phrase, poor conditions of flood 
affected people, is of negative polarity. Intuitively, a 
positive subject performs a positive action on a 
negative object and this pattern evokes a positive 
emotion. 

Words in the sentence are tagged manually with 
their polarities. The example sentence presented 
above is tagged in the following manner (P = positive, 

N = negative, unmarked words are considered to be 
neutral). 

[Relief]/P work [improves]/P the [poor]/N 
conditions of [flood]/N affected people. 

The extraction of subject, verb and object phrase 
polarities in a sentence involves the following steps. 

♦ Extraction of subject, object and verb 
phrases (SOV Extraction): The Stanford 
Parser [29] is used to parse the sentences 
and the subject, verb and object phrases 
are extracted by considering the 
dependency relations (nsubj, dobj, etc.) 
obtained as parser output. For the 
example sentence, relations and parse 
tree obtained as parser output are 
presented in Fig 1. 

Figure 4.  Dependency parse output for example sentence  

The subject phrase is extracted from relations 1 
and 2. First argument (improves) of relation 2 is the 
verb in the sentence and second argument (work) is 
the head word of the subject phrase. The modifier 
(Relief) to the head word of the subject phrase is 
obtained from relation 1. The head word (conditions) 
of the objective phrase is obtained from relation 4, 
whereas the modifier (poor) is extracted from relation 
3. We ignore the prepositional phrases in the current 
study. The output of the SOV extractor is as follows. 
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SUBJECT: [relief works]/P (Rule 3) 
VERB: [improves]/P (Rule 6) 

OBJECT: [poor conditions]/Ne (Rule 4) 

• Polarity Assignment: The polarity 
assignments to the phrases are performed 

with a set of rules. Some of the rules are 
given below.  

 
Applying the rules on the example sentence 

the extracted subject, object and verb 
polarities are as given below. 

 
 

5.2.   Experimental Results 

In this section, we report results of applying 
ADTboost.MH in three different versions of emotion 
corpus: original corpus (ORG); anger-disgust 
combined corpus (AD-COMB); anger-disgust 
combined and surprise removed corpus (AD-COMB-
SR). For each corpus, we perform 5 fold cross 
validation and for each trial the number of boosting 
rounds are selected by observing the variation in 
average precision over the  number of boosting steps. 
The start of the saturation point is taken to be the 
number of boosting steps (see Fig 2). Fig 6. presents 
(Appendix A) the ADTree generated in training with 
word and polarity feature combination. 
 

 
Figure 5.  Average precision Vs. number of boosting steps for 

word feature model. The saturation in this curve starts at boosting 
step of 100. So, the number of boosting steps for the trial is set to 

be 100. 

Comparison of Features 
We have used two types of features for emotion 

classification: word feature and polarity of subject, 
verb and object feature. For three different 
experiments, the comparisons of features are provided 
in Fig 3. 
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It may be observed that OE, HL and COV values 
in all the experiments are smaller for feature set 
consisting of word and polarity (word+polarity set) as 
compared to the feature set that consists of only word 
(word set). Further, the value of average precision is 
higher for word+polarity set as compared to word set. 
Thus it may be conjectured that the performance of 
emotion classifier is improved with the inclusion of 
polarity of subject, verb and object information. 

Human Classification Vs. Machine 
Classification 

In this section, we shall be investigating whether 
the machine classification of emotion correlates with 
the emotion classification by human. In agreement 
measurement of emotion corpus (section 4), three 
different corpora ORG, AD-COMB and AD-COMB-
SR can be ordered according to the agreement values 
in the following way. 

AD-COMB-SR » AD-COMB » ORG 

where A » B denotes that human annotators agree 
better on corpus A than B. As the word and polarity 
feature combination provides the best results in 
different versions of the corpus, we report results on 
different multi-label evaluation measures for this 
combination only. Table 2 presents the results on each 
evaluation criteria with the best result shown in bold 
face. 

TABLE 2. EXPERIMENTAL RESULTS ON MULTI-LABEL EMOTION 
CLASSIFICATION FOR THREE DIFFERENT DATA SETS 

To compare the results in three different data sets, 
a partial order “>” is defined on the set of all 

ISSN : 0975-3397



Plaban Kumar Bhowmik et al / International Journal on Computer Science and Engineering Vol.2(1), 2010, 98-108 
 

105 

comparing corpus for each evaluation criterion, where 
C1 > C2 means that the performance of the emotion 
classifier is better in C1 than C2 on the specific 
metric. Relative performance of emotion classification 
in three different data sets is provided in Table 3. To 
measure the overall performance in a particular 
corpus, a score is assigned to it which takes into 
account the relative performance in other corpus on 
all metrics, i.e., if C1 > C2, C1 is rewarded with a 
positive score +1 and C2 is penalized with -1. Based 
on the accumulated score, a total order “»" is defined 
where C1 » C2 denotes that the performance of 
emotion classifier is better in corpus C1 than corpus 
C2. The comparison result is shown in Table 3.  

TABLE 3. RELATIVE PERFORMANCE OF EMOTION CLASSIFICATION 

IN DIFFERENT DATA SETS (C1 = AD-COMB-SR; C2 = AD-COMB; 
C3 = ORG). 

From Table 3, it may be noted that machine 
classification of emotion exhibits the same relative 
performance on different data sets as observed in 
human classification of emotion. 

Other Results 
Here we present the variation of different multi-

label evaluation metrics with number of boosting 
steps in Fig 4. In all the metrics except hamming loss, 
classification of sentences into emotion classes shows 
the following relative performance pattern. 

AD-COMB-SR > AD-COMB > ORG 

The performance in AD-COMB-SR and AD-
COMB corpus are far better than that in ORG corpus. 
One exception to the above relative performance trend 
is the hamming loss metric. The relative performance 
follows the pattern given below. 

ORG > AD-COMB > AD-COMB-SR 

ISSN : 0975-3397



Plaban Kumar Bhowmik et al / International Journal on Computer Science and Engineering Vol.2(1), 2010, 98-108 
 

106 

In terms of average predicted label per data item 
(sentence) the following pattern is observed. 

AD-COMB-SR (1.13) > AD-COMB (0.816) > 
ORG (0.542) 

Higher the average predicted label, higher is the 
chance of mismatch in the predicted and actual vector 
of labels and the value of Hamming loss is higher if 
the such cases of mismatches are higher. This explains 
the exception in performance trend in terms of 
Hamming loss. 

VI. DISCUSSIONS 
 

In this paper, we have presented a multi-label 
emotion classification model based on ADTboost.MH 
algorithm. Two types of features, namely, word and 
polarity of the subject, object and verb have been 
used. The experiment on comparison of features 
revealed that word features combined with the 
polarity feature provides better performance than the 
feature set consisting only of words. In the next set of 
experiments, the same performance pattern has been 
observed in both human and machine classification of 
emotion. The best performance was observed in the 
AD-COMB-SR corpus with word and polarity as the 
feature (AvP=0.795, OE=0.336, HL = 0.216, 
COV=0.838 and Micro average F1=59.52%). 

Emotional framing of the news articles is not 
demographically invariant. For example, Chinese and 
U.S. media gave different explanations to April 1st 
Military Airplane Collision [30]. These variations 
may result in differences in the emotional responses 
of the readers belonging to demographically distant 
locations (e.g., two different countries). In this work, 
we have not addressed these differences in emotional 
framing and considered the annotators to belong to the 
same demographic location and homogeneous social 
background (e.g., education, economy etc.) 

Fig 5 presents the word feature count vs. word 
rank curve. The curve suggests that word feature 
count follows the Zipfian distribution (power law fit 
with R2 = 0:93).. 

 

 

 

 

 

 

 
Figure 5. Distribution of word features 

 

It has been observed that approximately 10% of 
the total word features have counts five or above. 
Thus feature sparseness problem is one issue that 
needs to be handled for improving classification 
performance. Generalization of features is one of the 
techniques to handle feature sparseness problem. In 
future study, we shall be investigating on employing 
different generalization techniques in emotion 
classification. 
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APPENDIX A 
 

 
 

Figure 6. ADTree generated in training with word feature with number of boosting steps = 5. 
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