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Abstract— Recently speaker recognition system became high interesting by researchers for both 
software and hardware solutions. Different technologies have been adopted to implement speaker 
recognition system that has performance with optimal time response with acceptable accuracy. Research 
progresses are going on to provide highly durable and precise recognition system that can be embedded 
into critical implementation such as authentication for civilian or military aspect and also for future 
unmanned automation system. This paper is an introductory to speaker recognition system and its 
technology. Vulnerable of this system, its state in detail and propose solution has been shown. 
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I. INTRODUCTION 
Speaker recognition is the process of recognizing who is speaking by using characteristics of speaker's voice 

as a biometric base. It’s also known as voice recognition. The known publications on speaker recognition have 
first published in 1954 [1]. Speaker recognition uses the acoustic features of speech that have been concluded to 
differ between individuals. These acoustic features reflect both anatomy (size and shape of the throat and mouth) 
and learned behavioral patterns such as voice pitch and speaking style. This incorporation of learned patterns 
into the voice templates has earned speaker recognition its classification as a "behavioral biometric". Speaker 
recognition can be categorized as speaker identification or speaker verification depends on the purpose of 
recognition either it’s to identify speaker from a group of speakers or to verify the identity that claimed by the 
speaker [2]. 

The evolution of voice technology has significantly advanced using of artificial intelligence and technology 
of forensic science because it endows machines with the human-like abilities to distinguish people's identity 
from one another [3]. Speaker recognition technologies together with an accepted biometric feature nowadays 
offers high level of security, and these technologies currently are applying in many daily applications ranging 
from civilian to military and high central intelligent agency works. These include the access control system, 
security control for confidential information, transaction authentication as well as the telephone banking.  

The success of speaker recognition system depends highly on how to classify a set of feature used to 
characterize speaker specific information [4] [5]. However, pattern classification from speech signal remains as 
a challenging problem encountered in general speaker recognition system, including speaker verification and 
speaker identification. Recent development in classifying speaker data from a group of speakers is still 
insufficient to provide a satisfying result in achieving high performance pattern classification. There are two 
main difficulties in pattern classification field; first, how to maintain accuracy under incremental amounts of 
training data and second, how to reduce the processing time as real time systems regarding efficiency and 
simplicity of calculation [6] [7]. 

II. SPEAK RECOGNITION SYSTEM: REVIEW 
Biometric systems are the automated method of verifying or recognizing the identity of a person on the basis 

of physiological characteristic, such as a finger print, face pattern and human voice [8]. The human voice 
conveys information about identity of the speaker. Speaker recognition is the computing task of validating a 
user's claimed identity using characteristics extracted from their voices [9] [10]. Voice of a person has many 
prominent characteristics like pitch, tone which can be used to distinguish a person from the other.  There are 
two main phases in speaker recognition system called feature extraction phase and pattern classification. The 
speaker recognition system has to process the speech signal in order to extract speaker discriminatory 
information from it. The purpose of feature extraction is to convert the speech waveform to some type of 
parametric representation at a considerably lower information rate. A wide range of possibilities exist for 
parametrically representing the speech signal for the speaker recognition task, such as Linear Predictive Coding 
(LPC) [11], Mel Frequency Cepstral Coefficients (MFCC) [12], Perceptual Linear Predictive (PLP) [13] and 
others. The MFCC and PLP are among the most popular acoustic features used in speaker recognition. 

Naufal Alee et.al / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 5 No 4 Aug-Sep 2013 3191



The pattern classification plays as an essential part in speaker modeling component chain. The results of it 
strongly affect the speaker recognition engine to decide whether to accept or reject a speaker. Early pattern 
classification was produced through Dynamic Time Warping (DTW) technique [14] [15] and Hidden Markov 
Models (HMM) technique [16]. These techniques are not really efficient for real time application due to 
characteristic of text dependent recognition. Vector Quantization (VQ) [17], Gaussian Mixture Model (GMM) 
and Support Vector Machine (SVM) [18] as the alternative methods were introduced for speaker recognition to 
solve the problem. The GMM is a density estimator and is one of the most commonly used types of pattern 
classifier. It has been demonstrated its effectiveness performances in text independent speaker identification 
[19]. The GMM technique of pattern classification in previous studies appeared to have several advantages. 
However, the process practically does not always produce satisfied result due to the long computational time [20] 
[21]. Consequently, alternative methods must be sought in order to reduce processing time problem for GMM 
technique. GMM performed very well performance, but its training process requires a lot of time and they get 
numerically unstable when trained with small amount of data. The main problem is the inversion of the 
covariance matrices. The use of GMM are most common due to the ability that it can be performed in a 
completely text independent situation. Besides, GMM are based on probabilistic framework and it provides 
high-accuracy recognition.  

There are some hybrid methods for speaker pattern classification. They draw the attention of the researchers 
because it was proved with significant improvement for speaker recognition accuracy rates such as hybrid GMM 
with artificial neural network [22], hybrid GMM/VQ [23] and hybrid GMM/SVM [24, 25]. Most of these hybrid 
systems use GMM because it was able be performed in a completely text independent situation [26]. 
Performance of speaker recognition systems in term of accuracy rate has been significantly improved over 
hybrid conditions. However when speaker recognition is adopted in real-world application, processing time 
issue is often observed [27]. Meanwhile, current works for the hybrid production of speaker recognition are 
directed more towards accuracy problems, not processing time problems. Therefore, it is encouraging if a 
speaker recognition task can be conducted in a "good and fast" pattern classification machine such as in Field 
Programmable Gate Array (FPGA) based hardware implementation. 
A. Speaker Recognition based on Hardware Technologies 

FPGA platforms have been used to solve the speech problem focusing on speech recognition. Lin and 
Rutenbar [28] have been motivated to achieve a large speedup over time in order to accelerate searches of 
multimedia databases and demonstrated speedup of a 17 times over real time whilst maintaining good 
recognition accuracy. Yoshizawa et al. [29] aimed to achieve real-time recognition performance comparable to 
that of a standard microprocessor, but at much lower power dissipation and demonstrated a 10 times 
improvement in total energy dissipation over a system based on a TMS320VC5416 DSP for real time 
recognition tasks. Ramos-Lara et al. [30] have investigated the problem of hardware implementation of speaker 
identification, and do not aimed to achieve large speedups of performance, but instead to achieve identification 
using hardware at lower cost than a standard computer system. Compare with Pentium IV computer for a single 
voice stream, Xilinx Spartan 3 2000 FPGA achieved the same performance but using only 24% of the cost.  

The hardware implementations initially tended to be based on parallel arrays of one kind or another, often 
using customize chips. As the technology improved, the focus has shifted towards serial implementations, 
making use once again of customize chips such as application specific integrated circuits (ASICs), 
microcontrollers or Digital Signal Processing (DSP) applications. Since the appearances of FPGA, that too has 
been applied as a platform for our work. ASICs customized for a particular use are very expensive even though 
they provide the highest performance. DSP-based designs, on the other hand, are cost efficient and low in power 
consumption and heat-emission. However, they only provide a limited speed for data processing because using 
special memory architectures that are able to fetch multiple data and/or instructions at the same time, they are 
susceptible to arithmetic saturation. FPGAs are usually slower than ASICs but have the advantage of shorter 
time to market, ability to be re-programmed in the field for errors correction and upgrades, flexibility, and 
reducing-cost. Therefore, they combine many advantages of ASICs and DSPs [31]. The use of hardware 
description languages (HDLs) allows FPGAs to be more suitable for different types of designs where errors and 
components failures can be limited. Due to the exponential increase of technologies, designers are faced with 
problems that require the advent of systems that can be fast, flexible, and mainly re-programmable. FPGAs 
because of their advantage of real-time in-circuit reconfigurability make the FPGA based system flexible, 
programmable, and reliable. They also facilitate the prototyping of complex electronic logic designs.  

New generations of FPGAs now offer very high logic capacity and contain embedded Arithmetic Logic Units 
(ALUs) to optimize signal processing performance. The new generations of design tools enable developers to 
implement and develop complex systems within a reasonable time with the help of including libraries of 
common DSP functions. FPGAs have been used in many areas to accelerate algorithms that can make use of 
massive parallelism and improving flexibility. FPGAs are able to exploit pipelining and parallelism in a much 
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more thorough way that can be done with parallel computers using general-purpose microprocessors or a single 
standard processor [32]. 
B. Speaker Recognition based on Combination of Hardware and Software 

Once the designing process is completed, it is necessary to undertake a thorough testing of the FPGA design. 
Testing will normally be undertaken at each stage of the FPGA development process which includes timing 
analysis, functional simulation and other verification methodologies. Once the design and validation process is 
completed, a binary file generated by the proprietary software is used to configure the FPGA device.  

Although FPGAs offer many advantages, there naturally have some disadvantages. FPGA are slower than 
equivalent ASICs or other equivalent ICs which are cheaper. However, ASICs are very expensive and costly to 
develop. This means that the choice of whether to use an FPGA-based design should be made early in the design 
cycle and will depends on such items as whether the chip will need to be reprogrammed, or equivalent 
functionality can be obtained elsewhere, and at allowable cost. Sometimes manufacturers may opt for an FPGA 
design for early product (prototype) when bugs may still found, and then use ASICs when design is fully stable 
and reliable.  

FPGAs are used in many applications. In view of the cost they are not used in cheap high volume products, 
but instead FPGAs find application in a variety of areas where complex logic circuitry needed, and changes may 
be anticipated. The applications cover a wide range of areas from equipment for video and imaging, to circuitry 
for aerospace and military applications, as well as electronics for specialized processing. 

III. SPEAKER RECOGNITION SYSTEM VULNERABILITY 
It has always been difficult to develop a robust speaker recognition system because speech signal is dynamic, 

varies by many factors, the complexity of biometric algorithms and the need of working in real-time. There have 
seen significant progress being made to deal with this problem using different techniques in the past two 
decades [33]. The problem of speaker recognition belongs to a much broader topic in scientific and engineering 
so called pattern classification. The goal of pattern classification is to classify objects of interest into a number 
of categories or classes [34]. The categories or classes here are referred to the individual speakers. One proposed 
solution is to ascertain and enhance GMM pattern classification approach via reconfigurable hardware 
implementation for speaker recognition. This pattern classification approach should be able to handle large 
speaker database in short time limit, whereas the accuracy rate is still maintained or even higher than the 
conventional GMM pattern classification technique. Shen and Reynolds [35] analyzed the NIST speech corpus 
evaluation set by using GMM and concluded that more than 5 minutes are used for identifying 100 sets of 
speaker data. Similar reviews have been done by [36]. The GMM computational time will dramatically increase 
when dealing with large set of data. Therefore, banking authentication systems often verify user identity instead 
of identify user voice with full set of data [35]. However, there are still needs on GMM speaker recognition 
system such as the access control system.  

A survey is carried out to investigate suitable solution for reducing GMM technique processing time. [37] 
claimed by reducing learning data can improve training speed for speaker identification. Similarly, [38] revealed 
a speaker pruning algorithm for real time speaker identification which is based on reducing training data. 
Meanwhile, [39] declared decision tree approach is effective for solving large data problem which can divide the 
whole set of data into separable classes. Several hybrid pattern classifications had been conducted in order to 
obtain better accuracy rates for speaker identification system according to [24][25].   

Currently, there are many existing speaker recognition system available but most of them are based on 
software. The problem with the software is that its implementation slow in time and is not suitable in practically 
used. Most implementations have been based on software with high performance of microprocessors [40]. This 
kind of solution is unacceptable in terms of cost, size and power consumption.  Conventional GMM approach in 
recognizing people identity from speech signal is still insufficient to produce data. It is time consuming and 
requires heavy computations. The emergence of speaker recognition technologies require pattern classification 
engine for speaker recognition manage to process huge speaker data sets in limited time. Hence, the embedded 
FPGA-based GMM algorithm with less computational time and capable to work on huge dataset should be 
developed. 

IV. DISCUSSION AND CONCLUSIONS 
Due to above factors, a new proposed solution of GMM based on FPGA-based hardware method which takes 

the advantage of parallel processing classification approaches for text independence speaker identification is 
required. The reason is that GMM is effective and provide a stable accuracy while handling large speaker data. 
This proposed solution focuses on construction of embedded FPGA-based system leading to decrease 
processing time and result in higher accuracy for text independent speaker recognition. Base on the previous 
work survey in this paper, it has clearly shown that successful implementation of speaker recognition system 
need a detailed study and a serious estimation of problem constraints and variety, especially that the platform 
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solution must combine software and hardware issues, thus an optimization techniques must adopted for both to 
yield an efficient system. 
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