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Abstract—Power efficient is an important availability for various image processing subsystems and 
portable devices applications. The design of proposed probabilistic multiplier is to trade a lesser amount 
of accuracy with reduced power consumption. In this paper, the probabilistic multiplier is eliminating the 
some part of the partial product generating path in least significant bit to reduce the power consumption 
and transistor count. The power consumption and probabilistic error behaviour of the proposed 
multiplier is verified and compared with other multipliers.  

Keyword-Acceptable Accuracy, Partial Product Generation Path, Probabilistic Approach, Minimum 
Absolute Mean Error, Image processing Subsystem 

I. INTRODUCTION 
Multipliers are the basic blocks in different digital image processing applications such as image compression, 

image filtering and so on. In most of the image processing applications; human being can obtained valuable 
information from a little incorrect yield. The design of multiplier having low power consumption and low 
propagation delay results of great interest for the implementation of modern digital systems. The optimization 
of multipliers in terms of power, delay and transistor count have been presented in the literature [1], [2]. Braun 
multiplier consists of group of AND gates and adders [3]. It does not require any logic registers. This multiplier 
is inefficient for larger input bit widths. The Braun multiplier has produced more switching problem due to carry 
ripple adder in final stage.  

The design of Baugh Woolley multiplier is based on carry save logic [4]. The power consumption of this 
multiplier depends on the number of bit sizes and the layout. It requires larger transistor counts. The booth 
multiplier accepts the bits in 2’s complement logic based on radix-2 calculation [5], [6]. It reduces the partial 
product generation of the multiplier. The booth multiplier is suitable for larger input bit pattern. The design 
complexity of booth multiplier is due to the storage capability of secondary circuits for signed operands. 
Wallace tree multiplier is to minimize the partial product by the use of carry save adder trees [7]. This tree 
multiplier is efficient for the input bit widths of less than 32 bits. It has complex inter connection path in the 
layout design. The design time of this tree multiplier is very large and it consumes a lot of area. 

 Many research efforts have been reviewed for designing power efficient multiplier [8], [9]. The truncated 
multipliers are not producing all the LSB part of the partial product with reduced area and delay. It has more 
error for larger input bit width multiplication process. The truncation error produced from the fixed width 
truncated multiplier is to reduce in booth and array multiplier. Post truncated booth multiplier has lesser 
amount of truncation error, but it consumes larger area [10]. The process gain of these multipliers is 
adjusted by the different hardware logic elements. 

The idea of an error tolerance and the PCMOS (Probabilistic CMOS) are important in digital image 
processing subsystems [11], [18] - [20]. The circuit is error tolerant if it contains faults that may cause both 
internal and external errors. The ways of improving chip yield by using imperfect chips in application where 
degradation of output quality is acceptable. The generation of acceptable results is more important than totally 
accurate results in digital application [12]. The n-bit ETM (Error Tolerant Multiplier) is splitting into two blocks. 
This multiplier contains an equal bit of two separate parts such as accurate and inaccurate multiplier part. The 
chance of receiving an exact product becomes possible with longer delay path [13]. The design complexity is 
high for these multipliers with reasonable power consumption and accuracy. The upper part of LSB values are 
suffered by accuracy problem for smaller as well as larger input bit width.  

    The approximate multipliers [14], [15] are designed by using the speculative adders to calculate the final 
addition of partial products. It is to reduce the critical path of summing the partial products. The LSB parts in 
the partial products are neglected by the use of error compensation techniques for high speed operation. The 
design complexity of this multiplier is high for larger input bit pattern. The imprecise multiplier architecture is 
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used as the basic block in a larger multiplier for high speed partial product generation. This multiplier design has 
an additional pre-processing unit. The extra error compensation block is used for reducing the delay [16], [17]. 

The implementation of probabilistic multiplier is based on probabilistic approach for modelling the behaviour 
of nano-metric design as well as reducing power consumption. The proposed method is to simplify the hardness 
of a traditional multiplier by suppressing the partial product generation path in LSB part of the multiplier. The 
design of an image processing subsystems using this proposed multiplier blocks and estimates this multiplier 
blocks in terms of accuracy and power. Any system that is not needed to estimate the accurate LSB part of the 
product, the proposed probabilistic multiplier has attained power, speed and transistor count by modifying the 
gate level implementation of LSB part of the multiplier. 

II. PROPOSED PROBABILISTIC MULTIPLIER 
The proposed probabilistic multiplier can split the n-bit multiplication process into two parts such as perfect 

part and imperfect part. The probabilistic multiplier consists of two blocks such as MSB part and LSB part. The 
conventional multiplier is used for the MSB part of the probabilistic multiplier to achieve high speed and high 
precision. The L S B  part is the most essential section in the proposed multiplier as it determines the power 
consumption, accuracy and speed of the multiplier.  
A. Power efficient LSB Part of the multiplier 

The LSB part of the multiplier is divided into LSB upper part (m=n) and LSB lower part (l=n/2) for partial 
product free multiplication process. LSB lower part is made up of bitwise OR gates, and each of which is used 
to generate the result of product bit (P0-P2n/2-2)). The LSB upper part contains an additional AND-OR gate, 
which is used to produce a product output (P2n/2-1) for upper part of the LSB and the compensation output (Ccomp) 
for MSB part of the perfect multiplier. The compensator output generated from upper part LSB to MSB of the 
multiplier to reduce its inaccuracy. The gate level implementation of MSB part and LSB part of the proposed 
multiplier is shown in Fig.1. 

 
Fig.1. Gate level implementation of the proposed multiplier 

B. High speed MSB Part of the Multiplier 

 The MSB part of the perfect multiplier is constructed by using a modified booth multiplier. The MSB part of 
the multiplier block is shown in Fig.2. The two inputs of perfect multipliers are the multiplicand number of A 
(n/2: n-1) and the multiplier number of B (n/2: n-1). The booth encoder is used to encode the multiplier [B (n/2: 
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n-1)] input and it produces different encoding signals. The booth decoder produces different partial products 
using both encoded signal from booth encoder and the multiplicand input of [A (n/2: n-1)].  

The partial products produced from booth decoder are added by CSA tree (carry save adder tree) until the 
final two rows of partial product are remained. These final two rows are added to obtain the final product P 
(2n/2: 2n-1) result using CLA (carry look ahead adder). The overall delay is determined by the MSB part and 
also MSB part needs a fast adder. Any type of traditional multipliers can be used for this perfect multiplier part 
which depends on different application.   

 
Fig.2. Block diagram for MSB part of a multiplier 

C. Power Consumption of the Proposed Multiplier 

The power consumption of an n-bit probabilistic multiplier depends on the total number of gates are needed 
for an implementation. The single bit LSB lower parts are designed by one bit wise OR gate in place of (l-1) 
logic gates as used in other traditional multiplier. 

The power consumption of LSB lower parts and LSB upper parts are 
 

                    ௅ܲௌ஻_௅௢௪௘௥ ൌ ሺ௟ିଵሻଶሺ೗షభሻ                                                                       ሺ1ሻ 
 
                         ௅ܲௌ஻_௎௣௣௘௥ ൌ   0.2                                                                          ሺ2ሻ 

The total power consumption of LSB part is obtained from equation (1) & (2) then 
 
                     ௅ܲௌ஻ ൌ  ௅ܲௌ஻ಽ೚ೢ೐ೝ ൅  ௅ܲௌ஻ೆ೛೛೐ೝ                                                  ሺ3ሻ 

                   ௅ܲௌ஻ ൌ  ሺ௟ିଵሻଶሺ೗షభሻ ൅  0.2                                                                     ሺ4ሻ    
The total power consumption of the n-bit probabilistic multiplier is estimated by the sum of m-bit MSB part 

and l-bit LSB part. 
 
            ெܲ௨௟௧௜௣௟௜௘௥ ൌ  ெܲௌ஻ ൅ ௅ܲௌ஻                                                      ሺ5ሻ 
 

               ெܲ௨௟௧௜௣௟௜௘௥ ൌ ݉ ൅ ሺ௟ିଵሻଶሺ೗షభሻ ൅  0.2                                          ሺ6ሻ 
              ெܲ௨௟௧௜௣௟௜௘௥ ൌ ݉ ൅ 2ିሺ௟ିଵሻ כ ሺ݈ െ 1ሻ ൅ 0.2                         ሺ7ሻ  
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The power consumption and power benefit of different multipliers are shown in Table.1. The power savings 
for the different bit widths of LSB parts of different multiplier is shown in Fig.3. 

Table I. POWER CONSUMPTION AND BENEFITS OF A MULTIPLIER 

Design Power Consumption 
(n-bit) 

Power Benefits  
(% of watts) 

CONVENTIONAL 
MULTIPLIER 

m*+l** 0% 

TRUNCATED 
MULTIPLIER (TM) 

m+0 100% 
(with high error) 

IMPRECISE 
MULTIPLIER (IM) 

m + (2-(l-1)) (l-1) + 0.5 50% 

ERROR TOLERANT 
MULTIPLIER (ETM) 

m + (2-(l-1)) (l-1) + 0.4 60% (approx) 

PROPOSED 
MULTIPLIER (PM)  

m + (2-(l-1)) (l-1) + 0.2 80% 
 

*m=n (MSB)    and   **l=n/2 (LSB) 
 

 
Fig.3. Power saving for the proposed multiplier 

D. Error Calculation of the proposed Multiplier 

 All the errors are exponentially varying with LSBs. The error change depends on the LSBs of a multiplier. 
The overall performance of probabilistic multiplier can be described with different computation such as Error 
(e), Mean error (ē) and Absolute mean error (|ē|). The difference between the perfect result and imperfect result 
of the multiplier is called error function (e).  

ሺ݁ሻ ݎ݋ݎݎܧ                      ൌ ݐ݈ݑݏܴ݁ ݐ݂ܿ݁ݎ݁ܲ െ  ሺ8ሻ       ݐ݈ݑݏܴ݁ ݐ݂ܿ݁ݎ݁݌݉ܫ

The mean error is 

                    ē ൌ  ଵሺଶ೙ିଵሻమ  ൣ∑         ∑ ൫ ூܲ௃ െ  ܲԢூ௃൯ ଶ೙ିଵ௝ୀ଴ଶ೙ିଵ௜ୀ଴ ൧                    ሺ9ሻ 

where Pij and P’ij are the perfect and imperfect results of a multiplier for all possible input. 
The mean values of multiple inputs are calculated by using mean absolute error. The mean absolute error is 

given by 

                     |ē| ൌ  ଵሺଶ೙ ିଵሻమ  ൣ∑ ∑ ൫| ௜ܲ௝ െ ܲԢ௜௝|൯ ଶ೙ିଵ௝ୀ଴ଶ೙ ିଵ௜ୀ଴ ൧                  ሺ10ሻ 
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The mean absolute error for various multipliers as a function of different LSB is shown in Fig.4. From the 
figure, it is understand that the proposed multiplier is better than that of other multiplier in terms of mean 
absolute error. The mean absolute error is reduced in the higher bit length of the multiplier. The aim of the 
proposed design is to minimize the power with sacrificing some reasonable accuracy. 

 
Fig.4. Mean Absolute error for different multiplier 

Table.2 shows the error estimation of TM (Truncated Multiplier), IM (Imprecise Multiplier), ETM (Error 
Tolerant Multiplier) and the proposed PM (Probabilistic Multiplier). Truncated multiplier has to obtain 
maximum power benefits with high absolute mean error. Imprecise multiplier has the low power consumption 
and smaller delay; however, the transistor count is high. The absolute mean error of the ETM is high because of 
complex design of the inaccurate multiplier. The probabilistic multiplier gives better performance in terms of 
power consumption, delay and transistor count with minimum absolute mean error. 

Table II. THE ERROR CALCULATIONS FOR DIFFERENT MULTIPLIER 

Different  
Types of  
Multiplier 

Mean 
Error 

(ē) 

Absolute 
Mean 
Error 
(| ē|) 

Absolute 
Maximum 

Error 
(max{| ē|}) 

TRUNCATED 
MULTIPLIER 

1-2LSB 2LSB-1 2LSB+1-2 
 

IMPRECISE 
MULTIPLIER 

1/2-2LSB+1 2LSB-1-1/2 2LSB-1 
 

ERROR TOLERANT 
MULTIPLIER 

2/3-2LSB-1 2LSB-1-2/3 2LSB-4/3 
 

PROPOSED 
MULTIPLIER 

1/4-2LSB-2 2LSB-2-1/4 2LSB-1-1/2 
 

III. RESULTS AND DISCUSSIONS 
The proposed multiplier is designed and simulated using ISEsim. HSPICE software was used to construct the 

models of the 8-bit proposed and other multipliers. The total delay is calculated as the sum of LSB part delay 
and the MSB part delay. The 8 bit probabilistic multiplier with equal LSB part and MSB part reduces more area 
with minimum error, when compared to other conventional multipliers. 1000 sets of inputs were randomly 
created using the MATLAB program. The different possibilities of random inputs are given into the proposed 
multiplier circuit to obtain the simulated output and recorded the power consumption. The transistor count was 
derived openly from the HSPICE software. 
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Fig.5. Power and delay for different types of multiplier 

 
Fig.6. Area for different types of multiplier 

The power dissipation and delay of the 8 bit proposed and other multipliers are shown in Fig.5. To compare 
the output of 8-bit proposed multiplier with actual value for 1000 number of samples, it is found that the average 
percentage of error is 1.25 i.e. the percentage of accuracy is 98.75%. Comparing the simulation and synthesis 
results of the proposed multiplier with those of other multipliers, it is evident that the proposed multiplier per-
formed the best in terms of power consumption, delay and transistor count with less accuracy. From the Fig.6, it 
is very clear that the proposed probabilistic multiplier has less transistor count compared with other type of 
multipliers. 

IV. CONCLUSION 
The probabilistic design of power efficient multiplier has to obtain high power saving for the reduction of 

partial product generation. To reduce major power consumption of a  multiplier design it is a good direction 
to reduce number of gates thereby reducing a dynamic power which is a major part of total power 
dissipation. The different error metrics are discussed and the simulation results are recorded. The applications of 
these multipliers are used in image processing and multimedia system fields. In future, the adaptive 
compensation circuits are designed and implemented in multiplier for different accuracy trade off. The proposed 
probabilistic multipliers are integration into FPGA signal processing blocks.   
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