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Abstract— Clustering is a powerful technique of data mining for extracting useful information from a 
set of data and classifies the data into several clusters based on similarity of the pattern. This paper 
presents the quality estimation for students’ projects data based on hierarchical clustering and fuzzy 
clustering using Min-Max method. From the experimental results it is seen the fuzzy clustering and 
hierarchical clustering technique prove to be useful tools in obtaining clusters which can be meaning fully 
interpreted. 
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I. INTRODUCTION 

Clustering is a powerful data mining technique which groups the data into several clusters based on similarity 
of the pattern. The nature of the clusters may be either crisp or fuzzy. Fuzzy logic integrated with data mining 
techniques becomes one of the key constituents of soft computing in handling the challenges posed by massive 
collections of natural data [1]. The boundaries of the crisp clusters are well defined and fixed among themselves 
whereas fuzzy clusters have vague boundaries.  

K-means is a popular clustering technique and its variations have proposed to overcome its inherent 
limitations [9] [10]. The clusters formed by K-means technique are crisp clusters. This technique has been used 
for software fault prediction [11]. Several methods of fuzzy clustering, such as Fuzzy C-Means [27], Fuzzy K-
nearest neighborhood Algorithm [2], potential based clustering [3], Fuzzy clustering using max-min method 
[12] and others, have been proposed by various researchers. 

The non-unique partitioning of the data in collection of clusters is the central idea in fuzzy clustering. The 
membership values of data points are assigned for each of the clusters. The membership value of zero indicates 
that the data point is not a member of the cluster under consideration. Handling of extreme outliers in many 
crisp techniques are difficult but the tendency of fuzzy clustering algorithms is to give them very small 
membership value in surrounding clusters [26]. 

The membership values with a maximum of one show the degree to which the data point represents a cluster. 
At the centre of the cluster, data points have maximum membership values and the membership value 
continuously decreases when we move away from the cluster’s centre. Thus fuzzy clustering provides a flexible 
and robust method for handling natural data with vagueness and uncertainty [4]. In fuzzy clustering, for each 
cluster each data point will have an associated membership value. The membership value in the range [0,1] 
indicates the strength of association in that cluster. The compactness and distinctness of the clusters are decided 
based on the intra cluster and inter cluster distances of elements respectively.  

Software Quality Estimation has been identified as one of the major challenges for computer science [5]. No 
method or model of estimation should be preferred over all others. Fuzzy logic may be used as a convenient tool 
for software development quality estimation[13][6].Soft computing technique likes fuzzy logic, case based 
reasoning have been used by several researchers for estimation of development cost and time in Software 
Engineering[7][14-18][19-23]. This research paper compares estimations obtained with simple cluster analysis 
method and fuzzy cluster analysis method. For this, three quality metrics have been gathered for 10 projects 
from 50 students working in 10 groups. These metrics are Graphics User Interface (GUI), Meaningful Error 
Message (MEM) and User Manual (UM). The rest of the paper is organized as follows: Section II presents the 
Cluster Analysis Method, Section III presents the Fuzzy Clustering Analysis, Section IV presents Illustration 
and Analysis, Section V presents Experimental Results and Section VI presents Conclusion. 
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II. CLUSTER ANALYSIS METHOD 

Cluster analysis is a multivariate analysis technique where individual data points with similar characteristics 
are determined and grouped and dissimilar data points fall in different groups. The input of the cluster analytical 
system is a set of input data points and a standard of measuring the similarity between two data points. The 
output is a data set of several groups and these groups constitute a partition. An additional result of cluster 
analysis is the comprehensive description of each cluster, this result is particularly important for analysing the 
characteristics of collected data. There are various methods in cluster analysis such as systematic clustering 
(hierarchical clustering), fuzzy cluster, fuzzy cluster dynamic cluster etc. 

In this paper, we have focused on hierarchical clustering which is essentially to combine the data points into 
clusters one by one, that is, N data points are considered as N clusters at first. For example, each data point 
becomes one cluster, then by calculating the distance between these clusters, and merging the two clusters with 
minimum distance into one cluster, we can get N – 1 clusters. By repeating the steps described above, at least 
one cluster must be merged each time until all the data points are incorporated in to one cluster [8]. For 
clustering n data points where each data point has m characteristics, using hierarchical clustering, each data 
point can be treated as a point in m dimensional Euclidian space. N data points are taken as n points of the m 
dimensional Euclidian space, these points form n X m matrix as 

x 11    x12     …….      x1m 
x 21     x22     …….       x2m 
…..     ….     ..…..     …… 
…..    ….     …….     …… 

xn1     xn2       …..         x nm  

where ijx  represents the value of the thj index of the thi  data point , j = 1,2, ….,m; i = 1,2,….., n.  For 
clustering n data points the similarity of them is measured by calculating their distance. In clustering analysis 
Chebyshev distance, absolute value distance and Euclidian distance are used. Before using these distances the 
standardized transformation of original data should be performed and then distance could be calculated 
according to the changed data. There are various ways of standardized transformation such as mean-value 
regularization, extremely divergence regularization etc. In this paper, we take absolute value distance as the 
measure of distance to describe similarity among the data points and use mean-value regularization 
transformation for standardizing the original data. 
The procedure of systematic (hierarchical) cluster analysis is as follows: 
Step 1: Perform standardize transformation of original data.  
Suppose there are n data points. Each of them is considered as one cluster, that is, there are n clusters. This 
paper uses mean- value regularization transformation for standardized transform.  
For each j = 1,2,……,m, 


=

=
n

i
ijj x

n
x

1

1  

making the standardized transformation to the original data, let 
j

ij
ij

x

x
x ='  , then obtain a new matrix as  

( )''
ijxX =  ,where i = 1,………,n; j = 1,……,m. 

Step 2: Calculate statistic of clusters i.e. shortest distance matrix. 
Shortest distance criteria in the hierarchical cluster analysis to measure the similarity of the two sub-clusters as   

jk

m

k
ikij xxd −= 

=1
 

Using this shortest distance construct the matrix of shortest distance as 
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           0 
           d 21    0 
           d 31    d32   0 
           ….      ….    ….    ….      
           d n1    d n2      ….    ….        0     nxn  
i.e    nxnijdA )()1( =  

where the elements in the matrix are the distance between two data points of all n data points. ijd   indicates the 

distance between iC  cluster and jC  cluster, 0=iid , since jiij dd =  ,  the matrix  of distance is called 
symmetry matrix. 
Step 3: Clustering. 
Search for two clusters with minimum value in the matrix A(1)  not including 0, merge the two clusters , then it 
reduces n-1 clusters. Again from the shortest distance matrix of n-1 clusters by calculating the distance among 
the new cluster and other n-2 clusters, and maintaining the distances of the remaining n-2 clusters. Then the 
matrix of distance is 

                          0 
                          d 21           0 
     A(2)    =        d 31            d 32          0 
                           ….             ….           ….       
                          d (n -1)1     d (n -1)2     ….      ….        0  
                                                                                      (n-1) x (n-1) 

Step 4: Construct cluster analysis chart. 

There are several ways to represent the results of cluster analysis such as: tree graph, matrix table and pedigree 
diagram etc. This paper chooses matrix table and pedigree diagram to illustrate the results of cluster analysis. 

III. FUZZY CLUSTERING ANALYSIS 

The fuzzy cluster analysis approach makes use of fuzzy equivalent relation to classify the objects into 
different criterion [24]. Before introducing fuzzy cluster analysis, we need to know two relations, fuzzy 
similarity relation and fuzzy equivalent relation.  

A. Fuzzy similar relation and fuzzy equivalent relation 

1) Fuzzy similar relation: Let nxnijrR )(=  is a fuzzy relation on U, which satisfies the following conditions: 

(a) Reflexivity: 1=iir ; (b) Symmetry: jiij rr = , then nxnijrR )(=  is a fuzzy relation. 

2) Fuzzy equivalent relation: Let nxnijrR )(=  is a fuzzy relation on U, which satisfies the following 

conditions: (1) Reflexivity: 1=iir ; (2) Symmetry: jiij rr =  ; (3) Transitivity RRR ⊆ , then nxnijrR )(=   is a 
equivalent  relation. 
Step1: Selecting attributes of fuzzy cluster analysis. 
Different attributes should be selected for analysis, for example, in this paper when analyzing software usability, 
we select the user manual (UM), graphical user interface(GUI) and meaningful error messages(MEM) attributes. 
Step 2: Standardizing the data. 

Let P1, P2,……Pn indicate data points  having m number of attributes then we use formula for standardization 
as  

(
))min()(max(

))min(

jj

jij
ij PP

PP
P

−
−

=                                                                          …… (1) 

where   1 ≤  i ≤ n  and 1 ≤  j ≤ m  
Step3: Calculating fuzzy similarity matrix. 
There are various methods to calculate fuzzy similarity matrix. Some of them are as follows: 
(i)Euclidean distance method 

Jaya Pal et al. / International Journal of Engineering and Technology (IJET)

ISSN : 0975-4024 Vol 6 No 4 Aug-Sep 2014 1829



                               =ijr
 

2

1
)(1

jk

m

k
ik xx

n
−

=
                                                                      …… (2) 

where  ikx  is the value of point i and number k and jkx  is the value of point j and factor number k. 

(ii) Correlation coefficient method 
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(iii) Minimum-Maximum method 





=

==
m

k
jkik

m

k
jkik

ij

xx

xx
r

1

1
,

),max(

)min(
                                                                           …… (4) 

where ikx  is the value of point i and factor number k, and jkx  is the value of point j and factor number k. 

Step4: Clustering based on the fuzzy similarity matrix.  

We use the method of transitive closure to obtain fuzzy equivalent matrix [10] as follows:   
A fuzzy relation which has symmetry, reflexivity and transitivity is called a matrix of equivalence relation. For 
clustering, fuzzy equivalence matrix can be obtained by several composition computations. The procedure is: 
determine R2 = R ◦ R, determine R4 = R2 ◦ R2,………., determine R2k = Rk and stop, Rk is just fuzzy equivalence 
relation. i.e. the transitive closure t(R) of R equals to Rk .But it is inconvenient to calculate the fuzzy equivalent 
matrix when order of matrix is high. So we use the method of direct clustering based on the similar fuzzy 
relation to simplify the calculation. The method of direct cluster uses fuzzy similar matrix to calculate the result. 
Its principle of clustering is: xi and x j are the same on level λ if and only if the fuzzy similarity matrix has a 
route connecting xi and x j whose weight is not smaller than λ. 
Step5: Constructing Dendrogram cluster graph. 

IV. ILLUSTRATION AND ANALYSIS 

 In this paper we have used Systematic cluster analysis and Fuzzy cluster analysis to classify the software 
projects on the basis of software quality and compare both the methods. Objects collection consists of  10 
projects: U= {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10}as shown in Table 1. 

TABLE 1 
Projects and metrics: Graphical user interface (GUI), Meaningful Error Message (MEM), User Manual (UM), Software Quality (SQ) (ranks) 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Project GUI MEM UM SQ 
P1 0 0.5 9 75 
P2 5 0.5 14 80 
P3 1 0.4 8 72 
P4 7 0.7 12 82 
P5 7 0.7 16 82 
P6 6 0.6 14 83 
P7 7 0.8 18 91 
P8 1 0.2 9 62 
P9 7 0.5 14 82 

P10 8 0.8 17 92 
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Statistical analysis of above data 
 
 
 
 
 
 

The extracted data above is utilized to realize cluster analysis using systematic cluster analysis and fuzzy 
cluster analysis. Each project is considered as one cluster.  
A. Metrics Used  

 This paper focuses on quality of software using clustering and metrics were designed and / or adapted from 
Pal and Bhattacherjee [25] where the authors have developed a Fuzzy Logic System for prediction of software 
quality.  
Description of metrics:  

1) GUI (Graphical User Interface): GUI was measured as the relative number of forms which were 
clearly displayed, on a scale of 0-10.  

2) MEM (Meaningful Error Message): MEM was measured as the relative number of meaningful error 
messages displayed by the software, on a scale of 0-1. 

3) UM (User Manual): UM was measured as the completeness of the user manual or help file, on a scale 
of 1-20. 

The usability of the ultimate product (program) has been judged by team of three experts who ranked the 
various projects on a scale of 50-100 for usability and this served as the predicted output 
B.  Application of Systematic Cluster Analysis to Software Quality 

In which each project is regarded as one cluster first, then merging most similar clusters into a new sub-
cluster, and combining the new sub-cluster with other clusters further according to similarity of them. The step 
would continue until all sub- clusters merge into one cluster.  

The procedure is as follows: 

Step 1: Standardize transformation of original data. 

Each project data point as shown in Table 1 is treated as one point of 3-Dimensional Euclidean space, and 10 
projects are viewed as 10 points of 3- Dimensional Euclidean space, which forms 10 * 3 matrix. 

                                                                                                             T 
                  0        5      1        7       7       6       7       1       7         8 
   A =        0.5     0.5   0.4     0.7    0.7    0.6    0.8    0.2    0.5      0.8 
                 9       14     8        12     16     14     18     9       14       17 

Ten projects could be represented as 10 clusters. 

that is C1= (0, 0.5, 9), C2 = (5, 0.5, 14), C3 = (1, 0.4, 8), C4 = (7, 0.7, 12), C5 = (7, 0.7, 16), C6 = (6, 0.6, 14), 
C7 = (7, 0.8, 18), C8 = (1, 0.2, 9), C9 = (7, 0.5, 14), C10 = (8, 0.8,17) 
Standardize the matrix and calculate  


=

=
n

i
ijj x

n
x

1

1
 

That is 9.41 =X , 57.02 =X , 1.133 =X  

From
j

ij
ij

x

x
x =' , we get standardized matrix as 

 
 
 
 
 
 
 

 GUI ME
M 

UM   SQ 

Min 0 0.2 8 62 
Max 8 0.8     18 92 
Max-Min 8 0.6     10 30 
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61.070.020.0
07.187.002..1
68.087.00.0

 

06.105.122.1
22.123.142.1
92.023.142.1

 

07.185.042.1
69.035.020.0
37.140.142.1

 

29.140.163.1  

Step 2 and Step 3: Construction of shortest distance matrix and clustering.  

Using the shortest distance, jk

m

k
ikij xxd −= 

=1

 construct the shortest distance matrix as follows: 

         A (1)   =     

75.0
53.0
33.2
62.0
52.0
30.0

0
06.2
91.0
02.2

81.2
83.1
43.0
68.2
82.1
36.2
06.2

0
45.1
44.0

36.1
42.0
72.1
23.1
39.0
91.0
91.0
45.1

0
41.1

77.2
83.1
73.0
64.2
78.1
32.2
02.2
44.0
41.1

0

08.3
10.2

0
95.2
09.2
63.2
33.2
43.0
72.1
73.0

29.0
75.0
95.2

0
86.0
32.0
62.0
68.2
23.1
64.2

99.0
41.0
09.2
86.0

0
54.0
52.0
82.1
39.0
78.1

45.0
53.0
63.2
32.0
54.0

0
30.0
36.2
91.0
32.2

0
98.0
08.3
29.0
99.0
45.0
75.0
81.2
36.1
77.2

98.0
0

10.2
75.0
41.0
53.0
53.0
83.1
42.0
83.1

 

 
In the matrix A (1), the shortest distance is 29.010,7 =d  and the level of aggregation is 0.29. By merging 

clusters C7 and C10 into new cluster C11, we get nine sub-clusters {C11, C1, C2, C3, C4, C5, C6, C8, 
C9}.Standardized Mean of C11 calculated from standardized matrix = (1.52, 1.40, 1.33).Therefore standardized 
transformation of remaining (excluding C7 and C10) original data including C11 is as follows: 

                                                 Order of clusters 
 C11      1.52       1.40       1.33             1 
 C1         0           0.87       0.68             2 
 C2        1.02       0.87       1.07             3 
 C3        0.20       0.70       0.61             4 
 C4        1.42       1.23       0.92             5  
 C5        1.42       1.23       1.22             6 
 C6        1.22       1.05       1.06             7 
 C8        0.20       0.35       0.69             8  
 C9        1.42       0.85       1.07             9 

Now the new shortest distance matrix in terms of nine sub-clusters as shown above is as follows: 
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    A (2)   =     

83.1
43.1
82.1
36.2
06.2

0
45.1
44.0
74.2

42.0
72.1
39.0
91.0
91.0
45.1

0
41.1
29.1

83.1
73.0
78.1
32.2
02.2
44.0
41.1

0
70.2

91.0
01.3
92.0
38.0
68.0
74.2
29.1
70.2

0

10.2
0

09.2
63.2
33.2
43.0
72.1
73.0
01.3

41.0
09.2

0
54.0
52.0
82.1
39.0
78.1
92.0

53.0
63.2
54.0

0
30.0
36.2
91.0
32.2
38.0

53.0
33.2
52.0
30.0

0
06.2
91.0
02.2
68.0

0
10.2
41.0
53.0
53.0
83.1
42.0
83.1
91.0

 

 According to A (2)   , the shortest distance is d5,6   = 0.30 .By merging clusters C4 and C5 into new cluster C12, 
we get new shortest distance matrix A (3)  in terms of eight sub-clusters { C12,C11,C1,C2,C3,C6,C8,C9 },and so 
on. The clustering process will continue until 

 

        A (9)   =  
021.2

21.20
 

 According to A (9) , the shortest distance is d1, 2   = 2.21.By merging clusters C18 and C16 we get new clusters 
C19 contains all data points. The order of clustering is shown in Table 2. 

TABLE 2 
Clustering order 

Combined 
order 

Combined clusters Level of 
aggregation 

 
1 C11={C7,C10} 0.29 
2 C12 = {C4,C5} 0.30 
3 C13 = {C12,C9} 0.38 
4 C14 = {C13,C6} 0.40 
5 C15 = {C3,C8} 0.43 
6 C16 = {C15,C1} 0.57 
7 C17 = {C14,C2} 0.58 
8 C18 = {C11,C17} 0.83 
9 C19 = {C16,C18} 2.21 

Step 4: Obtain Cluster analysis chart. 
Dendrogram or hierarchical cluster diagram is shown in Fig.1. 
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Fig 1: Dendrogram for hierarchical clustering 

   1)  Analysis of Systematic (Simple) Clustering:  For the hierarchical clustering analysis, it is noted from 
matrix A(1) that the shortest distance is 0.29 hence data points 7 and 10 are merged into cluster C11. The next 
shortest distance obtained is 0.30 and data points 4 and 5 get merged to get C12. Proceeding in this manner, data 
point 9 gets merged with cluster C12 (4 and 5) at 0.38 to get C13, data point 6 gets merged with C13 (4, 5 and 9) 
at 0.40 to get C14, data points 3 and 8 merged together at 0.43 to obtain C15, data point 1 merges with C15 (3 
and 8) at 0.57 to get C16 and data point2 merges with C14 (4, 5, 6 and 9)at 0.58 to get C17. At 0.83, C11 and 
C17 merge together to get C18 (4, 5, 6, 9, 2, 7 and 10) and at 2.21 C18 and C16 merge to obtain one final cluster 
C19. The dendrogram for hierarchical clustering analysis is shown in Fig 1. 
C.  Application of Fuzzy Cluster Analysis to Software Usability 

The steps of fuzzy clustering are as follows: 
Step1: Selecting attributes of fuzzy cluster analysis. 
Different attributes selected for analysis are user graphical user interface (GUI, user manual (UM) and   
meaningful error messages (MEM) as shown in Table 1. 
Step2: Standardizing the data in Table1. 

On using equation (1) for standardization, we get the standardized matrix as 
 
 
 
 
 
 
 
 

 

Level of 
aggregation 

Cluster 

0.29 

0.30 

0.38 

2.21

0.40 

0.43 

0.57 

0.83 

C3      C8     C1       C7     C10     C2       C4         C5     C9          C6 
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0.033.012.0
60.050.062.0
10.050.00.0

 

60.066.075.0
80.083.087.0
40.083.087.0

 

60.050.087.0
10.00.012.0
0.10.187.0

 

90.00.10.1  

Step 3: Construction of fuzzy similarity matrix. 
We have used Minimum- Maximum method to calculate fuzzy similarity matrix  

1010)( xijrR =  on using formula (4) and data in Table 1. 
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where  rij [ ]1,0∈  

We get fuzzy similarity matrix as follows: 
 

                               

72.0
76.0
10.0
73.0
78.0
84.0
0.1
21.0
66.0
28.0

15.0
22.0

.22.0
16.0
22.0
18.0
21.0
0.1
26.0
46.0

59.0
87.0
13.0
60.0
85.0
68.0
66.0
26.0
0.1
35.0

21.0
30.0
14.0
21.0
29.0
24.0
28.0
46.0
35.0
0.1

maxmin =−A

07.0
11.0
0.1
07.0
11.0
08.0
10.0
22.0
13.0
14.0

92.0
68.0
07.0
0.1
70.0
87.0
73.0
16.0
60.0
21.0

69.0
86.0

011
70.0
0.1
80.0
78.0
22.0
85.0
29.0

86.0
78.0
08.0
87.0
80.0
0.1
84.0
18.0
68.0
24.0

0.1
67.0
07.0
92.0
69.0
86.0
72.0
15.0
59.0
21.0

67.0
0.1
11.0
68.0
86.0
78.0
76.0
22.0
87.0
30.0

 

 

Step 4: Clustering based on the fuzzy similarity matrix. 

From similarity matrix A min-max, 
When λ = 1.0, 10 sub clusters are divided. 
{C1}, {C2},{C3}, {C4},{C5,}{C6},{C7},{C8},{C9},{C10} 
When λ = 0.92, 9 sub clusters are divided. 
{C7, C10}, {C1}, {C2}, {C3}, {C4}, {C5}, {C6}, {C8}, {C9} 
When λ = 0.87, 8 sub clusters are divided. 
{C7, C10}, {C2, C9}, {C1}, {C2}, {C3}, {C4}, {C5}, {C6}, {C8} 
When λ = 0.86, 7 sub clusters are divided. 
{C2, C9, C6}, {C7, C10}, {C1}, {C3}, {C4}, {C8}, {C5} 
When λ = 0.84, 6 sub clusters are divided. 
{C2, C9, C6}, {C7, C10}, {C4,C5}, {C1},{C3}, {C8} 
When λ = 0.80, 5 sub clusters are divided. 
{C2, C9, C6, C4, C5}, {C7, C10}, {C1}, {C3}, {C8} 
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When λ = 0.73, 4 sub clusters are divided. 
{C2, C4, C5, C6, C7, C9, C10}, {C1}, {C3}, {C8} 
When λ = 0.46, 3 sub clusters are divided. 
{C2, C4, C5, C6, C7, C9, C10}, {C1, C8}, {C3} 
When λ = 0.22, 2 sub clusters are divided. 
{C2, C4, C5, C6, C7, C9, C10}, {C1, C3, C8} 
When λ = 0.21, 1 cluster is obtained. 
{C1, C2, C3, C4, C5, C6, C7, C8, C9, C10} 
The order of clustering is shown in Table 3. 

TABLE 3 
Clustering order 

Combined 
order 

Combined clusters Level of 
similarity 
measures 

1 C11={C7,C10} 0.92 
2 C12 = {C2,C9} 0.87 
3 C13 = {C12,C6} 0.86 
4 C14 = {C4,C5} 0.84 
5 C15 = {C13,C14} 0.80 
6 C16 = {C11,C15} 0.73 
7 C17 = {C1,C3} 0.46 
8 C18 = {C17,C18} 0.22 
9 C19 = {C16,C18} 0.21 

Step 5: Obtain Dendrogram cluster graph. 
Dendrogram or hierarchical cluster diagram is shown in Fig. 2. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2.Dendrogram for fuzzy hierarchical clustering 

 C7 C10  C2  C9 C6 C5  C4 C1  C3  C8 

0.80

0.73

0.92

0.87

0.86 

0.21

0.46

0.22

0.84
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1) Analysis of fuzzy clustering :  After standardization of data, the similarity matrix A min-max is obtained by 
Min-Max method.  For the hierarchical clustering analysis, it is noted from matrix A min-max 

  that at λ = 1.0, 10 
sub clusters are divided ie each data point is in its own cluster. At λ = 0.92, data points 7 and 10 combine to get 
cluster C11. Proceeding in this manner, data points 2 and 9 get merged together at λ = 0.87 to obtain C12, data 
point 6 gets merged with C12 (C2 and C9)at λ = 0.86 to obtain C13,data points 4 and 5 merge to get C14 at λ = 
0.84. At λ = 0.80, clusters C13 and C14 are merged to obtain C15 (C2, C9, C6, C4 and C5), at λ = 0.73, clusters 
C15 and C11 are merged to obtain C16 (C2, C9, C6, C4, C5, C7 and C10) at  λ = 0.46, data points 1 and 3 
merge to get C17, at λ = 0.22, data point 8 is merged to get C18 (C1,C3 and C8) and at λ = 0.21, C16 and C18 
merge to obtain one final clusterC19(C1, C2, C3, C4, C5, C6, C7, C8, C9, and C10). The dendrogram for 
hierarchical clustering analysis is shown in Fig 2. 

V. EXPERIMENTAL RESULTS 

The sum squared error (SSE) using Euclidian distance for combined clusters of simple cluster analysis 
method and fuzzy cluster analysis method is calculated using the following formula: 

     SSE = i

k

i

cj

j
cj xx

i

i
− 

=

=

=
∈

1 1

   

                              Where, ic    is the cardinality of i th cluster. 

                                                         k is the number of  combined clusters of each method. 

                                                        ix  is mean of i th   cluster. 

The sum squared error(SSE) of combined clusters (Simple cluster analysis method) as shown in Table 2 is 
depicted in the following Table 4.  

TABLE 4 
Sum squared error of clusters in Simple cluster analysis method 

The Sum squared error of combined clusters (Fuzzy cluster analysis method) as shown in Table 3 is depicted 
in the following Table 5. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 5 

Level of 
aggregation 

Combined Clusters 
 

Number 
of 

clusters 

Sum 
Squared error 

0.29 {C7,C10} 9 0.224 
0.30 {C7,C10} {C4,C5} 8 0.524 
0.38 {C7,C10}{C4,C5,C9} 7 0.870 
0.40 {C7,C10} (C4,C5,C9,C6} 6 1.046 
0.43 {C7,C10}{C4,C5,C9,C6}{C3,C8} 5 1.404 
0.57 {C7,C10}{C4,C5,C9,C6}{C3,C8,C1} 4 1.713 
0.58 {C7,C10}{C2,C4,C5,C9,C6}{C3,C8,C1} 3 2.062 
0.83 {C7,C10,C2,C4,C5,C9,C6}{C3,C8,C1} 2 2.728 
2.21 {C7,C10,C2,C4,C5,C9,C6,C3,C8,C1} 1 6.438 
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Sum squared error of clusters in Fuzzy cluster analysis method 

The comparison results of both the methods are depicted in Table 6. 
TABLE 6 

Comparison results 

Methods MSSE 
 

Simple clustering 
method 

1.701 

Fuzzy clustering method 1.528 

From this result, it is observed that fuzzy clustering method yields best clusters. 
VI. CONCLUSION 

This paper presents the quality estimation for students’ projects data based on hierarchical clustering and 
fuzzy clustering using Min-Max method. In the hierarchical clustering approach the first step is to perform 
standardized transformation of original data. We then compute shortest distance matrix, using the minimum 
value in this matrix we merge two clusters at a time iteratively until one cluster for the entire data remains. 
Results of this cluster analysis are presented in Fig.1. Fuzzy clustering analysis makes use of fuzzy similarity 
matrix to classify the objects into different criterion. First attributes for fuzzy cluster analysis are selected and 
their values are standardized. Using these, fuzzy similarity matrix is calculated. We use the Min-Max method 
for this purpose (equation 4) then the fuzzy similarity matrix is computed. From this matrix, based on different 
threshold values the various clusters are obtained. Finally the cluster analysis chart is obtained and presented in 
Fig.2. 

From the experimental results presented in Tables 4 and 5 of Section V, it is seen that for obtaining three 
clusters, the SSE  of hierarchical clustering approach is smaller and gives the clusters as{C7, C10}{C2, C4,C5, 
C9, C6}{C3, C8,C1} whereas for fuzzy clustering the clusters obtained 
are{C7,C10,C2,C9,C6,C5,C4}{C1,C3}.For obtaining two clusters the SSE of fuzzy clustering is smaller and 
clusters obtained are {C7,C10,C2,C9,C6,C5,C4}{C1,C3,C8}whereas for hierarchical clusters obtained are 
{C7,C10,C2,C4,C5,C9,C6}{C3,C8,C1}. If the students are to be grouped into two categories the fuzzy 
clustering gives better results whereas for three categories hierarchical clustering gives lesser SSE values. As 
part of our ongoing work, we are collecting exhaustive sets of data so as to develop a model which can be for 
generalized use. Future research involves in collecting more data to serve as the basis of a generalized fuzzy tool 
for quality prediction. 
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