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Abstract - Patient’s adverse drug reacting reporting is a brand new idea in Pharmacovigilance which make 
contributions to the enrichment of current drug protection performs. In this research work focuses on 
implementation of machine learning techniques for patient awareness on opposing drug reaction reporting 
system in Chennai. The current study was a cross-sectional study which was showed for a period of one 
year amongst patients hospitalized at Chennai. Sample size taken was 1000 and the sample size was 
collected by google forms. Data was collected using a standardized questionnaire. Data entered in MS Excel 
and analyzed using Weka 3.8.3 and results interpreted. The NaïveBayes classifier has 93.21% accuracy 
level and it has take time to build the model 0.01 seconds. The SMO(Support Vector Machine) has produced 
the 96.75% accuracy and it has take time to build the model 0.51 seconds. The IBK machine learning 
algorithm has 95.28% accuracy and it has take time to build the model 0.00 second. The remaining machine 
learning algorithms namely ClassificationViaRegression, DecisionTable and J48 classifiers have same 
accuracy level like 97.34%. But the Classification Via Regression has taken the time to shape the model 
1.02 seconds,  DecisionTable has taken the time to shape the model 0.23 seconds, J48 classifier has taken 
the time to build the model 0.09 seconds. The review of consciousness between patients designates low 
consciousness and it could be upgraded by presenting educational interventional programs.  

Keywords: Machine Learning Algorithms, Naïve Bayes, J48, ClassifiactioViaRegression, DecisionTable, 
Adverse drug reactions reporting, Awareness, and Patients. 

I. Introduction 

Pharmacovigilance is the science and activities relating to the detection, monitoring, assessment, understanding 
and prevention of adverse effects or any other drug-related problem from any pharmaceutical products. Medicines 
have, beyond any doubt, proved to be a boon for humanity and it fights against disease and suffering. However, 
like most other useful things, medicines come with inherent risks associated with their use, called Adverse Drug 
Reactions (ADRs). These reactions, though mild in most cases, have the potential to cause disability and even 
death. ADRs are often referred to as “any noxious and unintended effects of a drug that occurs at doses normally 
used in human beings for the prophylaxis, diagnosis or therapy of disease, or for modification of physiological 
function1. They account for approximately 4.2% to 6.0% of all hospital admissions and they occur in about 10%-
20% of all hospitalized patients. The process of identifying and preventing ADRs associated with postmarketed 
drugs i.e. Pharmacovigilance is becoming increasingly important due to the potential harmful effects of drugs on 
patient’s health, economic burden associated with ADRs and circulation of large numberof over-the-counter and 
counterfeit drugs in the market. 

In this research article presents in section 2 materials and methods, in section 3 results and discussions and finally, 
conclusion of the research.  

II. Materials and Methods 

The current study was a cross-sectional study which was showed for a dated of one year  between patients 
hospitalized at Chennai region hospital. Sample size taken was 358 and the sample size was arrived by google 
forms. Data was collected using a standardized questionnaire. Data entered in MS Excel and analyzed using Weka 
3.8.3 and results interpreted. 

 

 

 



The below machine learning algorithms have applied in this study for classification approaches of this dataset. 

 NaiveBayes 
 SMO(Support Vector Machine) 
 IBK 
 ClassificationViaRegression 
 DecisionTable 
 J48 

III. Results and Discussions 

In this session focuses on the results and discussions of this study. The dataset contains 1000 instances and 
11 attributes namely Username, Name, Age, Sex, Educational qualification, marital status, Residential location, 
Occupation, Working status, Family type, and Accessibility to health care facility. The below table represents the 
list of attributes involved in current study. 

Table 1. List of the Attributes 

S.No Name of the Attribute Data type 

1 Username Character  

2 Name Character  

3 Age Numerical 

4 Sex Character  

5 Educational qualification  Character  

6 Marital status  Character  

7 Residential location  Character  

8 Occupation Character  

9 Working status  Character  

10 Family type  Character  

11 Accessibility to health care facility  Character  

The below table specifies that the demographical distributions of the current study. 

The below table represents that the classification approaches of several machine learning algorithms are 
implemented in our dataset. 

Table 2: Various Classification Approaches 

Category Classifier Accuracy Time taken to build the 
model(In Seconds) 

Bayes NaiveBayes 93.21 0.01 

Functions SMO(Support Vector Machine) 96.75 0.51 

Lazy IBK 95.28 0 

Meta ClassificationViaRegression 97.34 1.02 

Rules DecisionTable 97.34 0.23 

Trees J48 97.34 0.09 

The above table demonstrates that the Naïve Bayes classification algorithm belongs to under the category of Bayes 
category. The SMO(Support Vector Machine) algorithm comes under the category of functions. The IBK machine 
learning algorithm originatesbelow the group of lazy. The ClassificationViaRegression machine learning 
algorithm comes below the grouping of Collaborative. The DecisionTable classifier comes under the category of 
Rules.The J48 classifier comes under the category of Trees. 



 
Fig 1: Various Classifiers Vs Accuracies 

The above graph clearly demonstrates that there are six leading machine learning classification algorithms applied 
in this study. The NaïveBayesclassifer has 93.21% accuracy level and it has take time to build the model 0.01 
seconds. The SMO(Support Vector Machine) has produced the 96.75% accuracy and it has take time to build the 
model 0.51 seconds. The IBK machine learning algorithm has 95.28% accuracy and it has take time to build the 
model 0.00 second. The remaining machine learning algorithms namely ClassificationViaRegression, 
DecisionTable and J48 classifiers have same accuracy level like 97.34%. But the ClassificationVia Regression 
has taken the time to build the model 1.02 seconds,  DecisionTable has taken the time to build the model 0.23 
seconds, J48 classifier has taken the time to build the model 0.09 seconds.  

The below table clearly represents that the values of the True Positive(TP) Rate, False Positive(FP) Rate, 
Precision, Recall, F- Measure, ROC Area and PRC Area. 

The NaiveBayes Classifier has the TP Rate was found 0.93, FP Rate was found 0.76, Precision Value was found 
0.96, Recall value was found 0.93, F Measure Values was found 0.99, ROC Area was found 0.69  and PRC Area 
was found 0.96. 

The SMO(Support Vector Machine) Classifier has the TP Rate was found 0.97, FP Rate was found 0.97, Precision 
Value was found 0, Recall value was found 0.97, F Measure Values was found 0, ROC Area was found 0.22  and 
PRC Area was found 0.93. 

In the IBK Classifier, the TP Rate was found 0.95, FP Rate was found 0.97, Precision Value was found 0.95, 
Recall value was found 0.95, F Measure Values was found 0.95, ROC Area was found 0.54  and PRC Area was 
found 0.95. 

In the ClassificationViaRegression classifier, the TP Rate was found 0.97, FP Rate was found 0.97, Precision 
Value was found 0, Recall value was found 0.97, F Measure Values was found 0, ROC Area was found 0.22  and 
PRC Area was found 0.93. 

In the DecisionTable classifier, the TP Rate was found 0.97, FP Rate was found 0.97, Precision Value was found 
0, Recall value was found 0.97, F Measure Values was found 0, ROC Area was found 0.22  and PRC Area was 
found 0.93. 

In the J48 classifier, the TP Rate was found 0.97, FP Rate was found 0.97, Precision Value was found 0, Recall 
value was found 0.97, F Measure Values was found 0, ROC Area was found 0.22  and PRC Area was found 0.93. 
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Table 3: Various Matrices of the Algorithms 

Category Classifier TP 
RATE 

FP 
RATE 

Precision Recall F 
Measure 

ROC 
Area 

PRC 
Area 

Bayes NaiveBayes 0.93 0.76 0.96 0.93 0.99 0.69 0.96 

Functions SMO(Support Vector Machine) 0.97 0.97 0 0.97 0 0.22 0.93 

Lazy IBK 0.95 0.97 0.95 0.95 0.95 0.54 0.95 

Meta ClassificationViaRegression 0.97 0.97 0 0.97 0 0.22 0.93 

Rules DecisionTable 0.97 0.97 0 0.97 0 0.22 0.93 

Trees J48 0.97 0.97 0 0.97 0 0.22 0.93 

 

 
Fig 2: Various Classifiers Vs TP Rate 

The above graph shows the true positive rates for different machine learning algorithms and it was found that for 
Naivebayes the TP rate is minimum with 93 % and for IBK it’s about 95%. For all other classifiers taken into 
consideration the TP rate is similar. 

 
Fig 3: Various Classifiers Vs FP Rate 

The above graph shows the false positive rates for different machine learning algorithms and its found to similar 
results for all types of classifiers except Naïve bayes and is about 76%. 
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Fig 4: Various Classifiers Vs Precision 

The above graph shows the precision values for different machine learning algorithms. Precision is aamount of 
positive class forecasts to the total positive classes. It was found that for SVM, Regression, decision table and J48 
was undefined since the total positive classes were found to be zero. For Naïve Bayes and IBK it was above 95%. 

 
Fig 5: Various Classifiers Vs Recall 

The above graph shows the Recall values for different machine learning algorithms. Recall is aamount of the 
number of positive class forecasts made out of all positive examples in the dataset. It was found to be more or less 
same for types of classifiers. 

 
Fig 6: Various Classifiers Vs F Measure 

The above graph shows the F Measure values for different machine learning algorithms. F-Measure delivers a 
single score those equilibrium both the anxieties of exactness and recall in one number. Since F-Measure depends 
on the value of precision we get similar results for precision and F Measure for all type of classifiers. 
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Fig 7: Various Classifiers Vs ROC Area 

The above graph shows the ROC Area values for different machine learning algorithms and found that similar 
results for SVM, Regression, Decision Table and J48 .For Naïve Bayes its about 70% and for IBK it is about 54%. 

 
Fig 8: Various Classifiers Vs PRC Area 

The above graph shows the PRC Area values for different machine learning algorithms. It was found to be more 
or less same for types of classifiers. 

IV. Conclusions 

In this research work concludes that the ClassificationViaRegression, DecisionTable and J48 classifiers have same 
accuracy level 97.34%. But the ClassificationViaRegression has taken the time to build the model 1.02 seconds,  
DecisionTable has taken the time to build the model 0.23 seconds, J48 classifier has taken the time to build the 
model 0.09 seconds. Our proposed system recommends that the J48 machine learning classifier has produced 
better accuracy with less time consumption for building a model for classifying by the  novel approaches of the 
Knowledge on side-impact or damaging impact of drug treatments, the share of defendantspracticedopposing drug 
responses, whether individuals suggested damaging drug reactions, their notion toward reporting opposing drug 
responses, consciousness of the present machine of Pharmacovigilance in Chennai region hospitals, and their most 
efficient mode of reporting unfavorable drug responses in destiny. 
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